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Research program

Today, with the deployment of a new generation of networks, such as 5G, the future 6G and the
Internet of Things, the traditional paradigms for deploying many cloud and network services
have changed profoundly. Indeed, the development of hardware capabilities of devices on the
edge and in the network on the one hand, and the new network constraints (e.g. latency and
delay) of new applications (such as the automated car, telemedicine) on the other, creates a new
scenario in which services are deployed along the entire edge-network-cloud continuum [1]. An
application can therefore be launched either on the edge (in a cell phone, for example), in the
network (on an antenna, for example) or in the cloud.

At the same time, we are witnessing a massive development of artificial intelligence on the edges
of the network [2], with, for example, the automatic completion and correction of messages, or
the analysis of photos or videos. A new field of research is focusing on the deployment of (deep)
learning models on network edge equipment, such as gateways, microcontrollers, antennas or
cell phones [3]. These devices present strong constraints in terms of disk space, computing
power and memory, which limit the latency and accuracy of these models [4].

It is therefore necessary to find new methods for launching complex neural networks in
equipment with high constraints [5]. One solution is to design lightweight models that can be
used in specific devices, such as MobileNet [6] for telephones. Another solution is to use model
compression techniques. The principle is to reduce the size of an efficient neural network so that
it uses less memory and storage, while minimizing its accuracy [7]. Recent work [8,9] has
proposed adjustable deep neural networks that can be configured during the inference phase
without the need for retraining.
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The aim of this thesis is to study how to effectively use these new model compression techniques
when deploying applications in the edge-network-cloud continuum, with the aim of reducing
cloud and network energy consumption. Indeed, the energy efficiency of an adjustable model is
very good at the beginning of its execution, then decreases very sharply.

Summary of the project into which the research is carried out

The thesis will be carried out as part of the PEPR CLOUD project CARECIloud (Comprendre,
Améliorer, Réduire les impacts Environnementaux du Cloud computing). Cloud computing and
its many variations offer users considerable computing and storage capacities. The maturity of
virtualization techniques has enabled the emergence of complex virtualized infrastructures,
capable of rapidly deploying and reconfiguring virtual and elastic resources, in increasingly
distributed infrastructures. This transparent resource management gives users the illusion of
access to flexible, unlimited and virtually immaterial resources. However, the power
consumption of these clouds is very real and a cause for concern, as are their overall greenhouse
gas (GHG) emissions and the consumption of critical raw materials used in their manufacture. At
a time when climate change is becoming more visible and impressive every year, with serious
consequences for people and the planet on a global scale, all sectors (transport, construction,
agriculture, industry, etc.) must contribute to the effort to reduce GHG emissions. Clouds, despite
their ability to optimize processes in other sectors (transport, energy, agriculture), are no
exception to this observation: the increasing slope of their greenhouse gas emissions must be
reversed, or their potential benefits in other sectors will be wiped out. This is why the
CARECloud project aims to drastically reduce the environmental impact of cloud infrastructures.

Activities

1 Propose new algorithmic and optimization methods for scheduling machine learning
applications in the cloud.

2 Investigate the trade-off between energy efficiency and accuracy of neural network
compression techniques.

3 Reduce cloud energy consumption by using new methods to place, schedule and compress
machine learning applications.

Skills to be acquired (2-3 lines)



1 Algorithms for scheduling applications in the cloud.
2 Optimization techniques for cloud and network resource placement.
3 Neural network compression techniques.
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